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Ice Ih, ordinary ice at atmospheric pressure, is a proton-disordered crystal that when cooled under special
conditions is believed to transform to ferroelectric proton-ordered ice XI, but this transformation is still subject
to controversy. Ice VII, also proton disordered throughout its region of stability, transforms to proton-ordered
ice VIII upon cooling. In contrast to the ice Ih/XI transition, the VII/VIII transition and the crystal structure of
ice VIII are well characterized. In order to shed some light on the ice Ih proton ordering transition, we present
the results of periodic electronic density functional theory calculations and statistical simulations. We are able
to describe the small energy differences among the innumerable H-bond configurations possible in a large
simulation cell by using an analytic theory to extrapolate from electronic DFT calculations on small unit cells
to cells large enough to approximate the thermodynamic limit. We first validate our methods by comparing our
predictions to the well-characterized ice VII/VIII proton ordering transition, finding agreement with respect to
both the transition temperature and structure of the low-temperature phase. For ice Ih, our results indicate that
a proton-ordered phase is attainable at low temperatures, the structure of which is in agreement with the
experimentally proposed ferroelectric Cmc21 structure. The predicted transition temperature of 98 K is in
qualitative agreement with the observed transition at 72 K on KOH-doped ice samples.
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I. INTRODUCTION

In 1935, Pauling �1� predicted that there were �3/2�N

different ways to arrange the hydrogen bonds �H bonds� of
N water molecules in an ice Ih lattice, “ordinary ice,” subject
to the ice rules. The ice rules state that each oxygen must
be covalently bonded to two hydrogen atoms, there is only
one hydrogen atom per bond, and each water molecule
accepts a maximum of two hydrogen atoms from other
waters, as illustrated in Fig. 1. The following year, Giauque
and Stout measured the entropy of ice Ih near 0 K to be
NkB ln 3

2 within experimental error �2�. Pauling’s estimate
proved to be remarkably accurate and was verified when the
exact result was calculated to be 1.5069N �3�. This nonzero
entropy implies that somewhere between freezing and 0 K,
ordinary ice becomes a proton glass with a quenched, nearly
random, arrangement of H bonds. There has been continued
debate and research as to whether the H-bond arrangements
are truly random, whether a phase transition to a fully
proton-ordered structure exists, and if so, the identity of that
structure.

Close to the melting point of ice, the protons are fully
disordered subject to the ice rules. As ice is cooled to low

temperatures, proton motion comes to a halt, and a glassy
transition has been observed to occur near 110 K �4�, pro-
hibiting the transition to a proton-ordered phase. As tabulated
in Ref. �5�, numerous dielectric studies of powder and single-
crystal samples have been performed over the years. Kawada
and Niinuma reported results of dielectric studies of single
crystals with a Curie-Weiss temperature of 46 K and 55 K
for H2O �6,7� and D2O �8�, respectively, with the electric
field parallel to the c axis. Studies by Johari and Whalley on
powdered samples of H2O indicate a Curie-Weiss tempera-
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FIG. 1. �Color online� Four possible arrangements of H bonds
within a 16-water-molecule 2�1�1 orthorhombic unit cell of ice
Ih. Here, cis and trans bonds are defined as whether protons lie on
the same or opposite side of the H bond respectively, as indicated
for isomer �a�. The H-bond isomers are summarized mathematically
by directed graphs in which directional bonds point from H-bond
donor to H-bond acceptor, as illustrated for the isomer �b�.
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ture significantly lower, 6.2 K �5�. However, in samples
doped with impurities, particularly KOH, it was observed
that there is a clear calorimetric signature of a first-order
phase transition at 72 K with a weak dependence on the
concentration of the KOH impurity �8,9�. In experiments
with samples of D2O, the transition temperature is shifted
by 4° and occurs at 76 K. Antarctic ice samples have been
examined with neutron diffraction and Raman spectroscopy.
It is believed that these samples, kept at a constant low
temperature for thousands of years, have equilibrated to a
proton-ordered arrangement �10�. Those studies indicate
that a second-order phase transition to an H-bond-ordered
phase of ice occurs at 237 K, which is significantly larger
than the observed transition temperature in KOH-doped ice
samples. Neutron diffraction spectra of Greenland ice
samples, prepared under similar conditions, showed no dis-
tinct differences when compared to the spectra of ice Ih, thus
casting doubt on the earlier Antarctic studies �11�. Additional
diffraction studies of Antarctic ice samples concur that it is
unlikely to observe a proton-ordered arrangement under such
conditions �12�.

The unit cell of ice Ih, Fig. 2, is hexagonal with space
group P63/mmc. The symmetry of the low-temperature
proton-ordered configuration, ice XI, shown in Fig. 2�c�, is
orthorhombic, space group Cmc21, as indicated by neutron
scattering �13–16� and thermal depolarization experiments
�17,18� on KOH-doped ice Ih. Bonds that are oriented par-
allel to the c axis all point in the same direction. The ab
layers, composed of bonds oriented perpendicular to the c
axis, are polarized parallel to the b axis with alternating lay-

ers oppositely aligned. Thus, the structure is overall antifer-
roelectric in the a and b directions and ferroelectric in the c
direction. This antiferroelectric arrangement of the ab layers
gives rise to a slight displacement of the oxygen lattice par-
allel to the b axis in the direction of the polarization. The
calculated shift, 0.11 Å, determined from the optimized ge-
ometry of the ice XI configuration, calculated as described
below, is in agreement with the experimentally determined
shift of 0.12 Å�13�.

This view has been contested: Iedema et al. �19� referred
to more recent claims as “UFI citings �underidentified ferro-
electric ices� in the literature.” Even if the Cmc21 structure
proves to be correct, there is some justification for character-
izing the current state of knowledge of low-temperature ice
Ih/XI as “underidentified.” While a mechanism has been pro-
posed for incomplete conversion of ice Ih to ice XI �20�,
several features of the presumed ice Ih/XI transition are not
understood: While the calorimetric signature of the Ih/XI
transition is remarkably insensitive to KOH concentration,
the amount of conversion, as measured by the total heat of
transformation, is strongly concentration dependent. If KOH
truly acts as a catalyst and samples have adequate time to
equilibrate, there should be no concentration dependence.
The KOH seems to be playing another role, perhaps related
to the crystal strain discussed by Johari �20�. Furthermore,
there are reports that protons in ice become immobile below
a certain temperature due to being trapped by the defects
present in ice �21�. Wooldridge and Devlin performed
Fourier-transform �FT� IR experiments which indicated that
proton motion comes to a halt below 100 K �22�. More re-
cently, “soft-landing” experiments by Cowin et al. indicate
that hydronium ions are in fact immobile at all temperatures
below 190 K �23�. If hydroxide is as immobile as excess
protons at low temperature, then the basis for the catalytic
role of hydroxide would be thrown in doubt. Recent dielec-
tric and calorimetric experiments �24� indicate that the alkali
hydroxide dopants polarize nearby water molecules to pro-
mote orientational ordering at low temperatures which may
explain the observed weak concentration dependence on the
amount of transformation achieved.

In contrast to the controversy surrounding the ice Ih/XI
proton ordering phase transition, the ice VII/VIII transition
has been well characterized. The ice VII/VIII proton ordering
transition will then serve as a means for validating our the-
oretical methods. Ice VII was first identified by Bridgman
�25� in 1937. Ice VII has one of the simplest structures out of
all the high-pressure phases of ice, two interpenetrating, but
not interconnected ice Ic lattices. The unit cell of the ice VII
crystal is cubic, space group Pn3m, containing two water
molecules. X-ray �26,27� and neutron �28� diffraction studies
indicate that the H bonds in ice VII, the structure of which is
shown below in Fig. 5, are fully disordered subject to the ice
rules. Ice VIII is the corresponding low-temperature proton-
ordered structure. The ice VIII unit cell is tetragonal, space
group I41/amd, containing eight water molecules. Both sub-
lattices are ferroelectrically aligned parallel to the c axis, but
the sublattices are oriented opposite to one another, resulting
in an overall antiferroelectric structure. The relative oxygen
positions remain essentially unchanged from that of ice VII
structure except for a small distortion, �0.2 Å �29–31�, aris-

FIG. 2. �Color online� �a� A 1�1�1 hexagonal unit cell of
ice Ih, space group P63/mmc, containing 12 water molecules. �b� A
1�1�1 orthorhombic unit cell of ice Ih, space group Cmc21, con-
taining 8 water molecules. Bonds that appear to point straight up
and down are parallel to the c axis and hence called c-axis bonds.
The remaining bonds, perpendicular to the c axis, are referred to as
ab bonds. �c� Proposed experimental structure of proton ordered ice
Ih, ice XI, as determined from diffraction and thermal depolariza-
tion experiments �13–18�. The ab-layer bonds �1� are all cis with
the ab layers polarized parallel to the b axis and alternating layers
oppositely aligned. The c-axis bonds �2� are trans and all oriented
in the same direction. cis and trans H bonds are defined, respec-
tively, as to whether the non-hydrogen-bonded hydrogen atoms fall
on the same or opposite side of the H bond.
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ing from the nonbonded oxygen-oxygen interactions be-
tween the sublattices.

The ice VII/VIII proton ordering transition was first ob-
served when dielectric experiments indicated that the Debye
relaxation disappeared below 0 °C �32�. Over a range of
pressures from 2.1 to 12 GPa, proton ordering, via rear-
rangement of H bonds, occurs at nearly constant tempera-
ture. All experiments are in general agreement on the ice
VII/VIII transition temperature, 263–273 K �28,33�, al-
though hysteresis �34� effects make the precise determination
difficult. The effects of D2O on the transformation are neg-
ligible at these temperatures, shifting on the order of a degree
�35�, indicating that quantum effects are minimal. In the ice
Ih-XI transition, the transition temperature shifts from 72 K
for H2O to 76 K for D2O. With still higher pressure, the ice
VII/VIII transition temperature abruptly decreases as the
mechanism of the transition shifts to proton tunneling across
the shortened H bonds. Our calculations are pertinent to the
temperature-independent region.

Predictions of H-bond ordering in ice encounter several
obstacles. Buch, Sandler, and Sadlej �36� showed that com-
monly used empirical potentials disagree among each other
with regard to the subtle energetic ordering of the H-bond
isomers in ice Ih and by an order of magnitude with respect
to the range of energy differences. Furthermore, none of the
empirical potentials predicted the ground state to be the
Cmc21 crystal structure, Fig. 2, suggested by diffraction data,
including a potential they constructed with that hope in
mind. We overcome the problem of determining H-bond en-
ergetics via electronic density-functional-theory �DFT� cal-
culations. Below, we report results from three DFT methods
that yield consistent results for the relative energetics of
H-bond isomers, including the identification of the ground
state. In the future, empirical potentials capable of describing
the energetics of H-bond isomers in ice may be available.
Even if that goal is realized, it is useful to have a method in
which the construction of empirical potentials is entirely cir-
cumvented. The data presented in this work provide a bench-
mark by which future empirical potentials can be calibrated.

While it may be feasible to perform electronic structure
calculations on a handful of H-bond isomers for a small unit
cell, it would certainly be impractical to perform the same
level of calculation on the �� 3

2
�N H-bond isomers of a unit

cell large enough to obtain good statistics. We solve the
problem of the statistical sampling of H-bond configurations
by linking energy to hydrogen-bond topology using graph
invariants �37–41�, combinations of H-bond variables which
are invariant to symmetry operations of the appropriate space
group and are therefore appropriate variables for describing
scalar physical properties. Graph invariants provide a means
to “bootstrap” from expensive DFT calculations for smaller
unit cells to statistical mechanics simulations using a larger
unit cell.

This report is a comprehensive account following an ear-
lier Letter �40� and is organized as follows. In Sec. II, we
gently introduce the graph techniques we use to link
hydrogen-bond topologies to scalar physical quantities. A
more detailed account can be found in previous works
�38,39�. Graph invariants are then validated, in Sec. III, as an
appropriate method of treating H-bond fluctuations in a large

simulation cell by direct comparison to experimental data on
the proton ordering transition in the ice VII/VIII system. In
Sec. IV, we discuss the agreement among various DFT meth-
ods in describing the energetics of H-bond isomers for two
unit cells of ice Ih and present the results of statistical simu-
lations on the ice Ih/XI proton ordering phase transition.

II. INTRODUCTION TO GRAPH INVARIANTS
FOR ICE

Each hydrogen bond in ice consists of a single hydrogen
atom covalently bonded to one oxygen atom from the donor
molecule and hydrogen bonded to a second oxygen atom
from the acceptor molecule. Hence, H bonds are directional
and conventionally taken to point from donor to acceptor, as
shown in Fig. 3. The H-bond network can then be summa-
rized mathematically by oriented graphs, vertices connected
by directed lines. The direction of the rth H bond in the ice
lattice is specified by a bond variable br which takes values
±1 according to whether the bond points along, or opposite
to, an arbitrarily defined canonical direction for that bond.
The directed graph of Fig. 3�b� defines our canonical orien-
tation of the H bonds in the two-water-molecule primitive
unit cell of ice VII. The bond variables b1, b2, b3, and b4 for
one of the actual H-bond isomers of ice VII are assigned the
value of +1 when they point in the directions shown in Fig.
3�b� and −1 when they point in the opposite direction. Ex-
amples of directed graphs for the two-water-molecule unit
cell of ice VII are shown in the bottom of Fig. 3.

FIG. 3. �Color online� �a� An isomer of a two-water-molecule
primitive unit cell of ice VII, obeying the Bernal-Fowler ice rules, is
shown. The thin black lines outline the unit cell and neighboring
oxygen atoms are included for clarity. The orientations of H bonds
in this isomer are assigned to be the canonical arrangement of H
bonds. The H bonds are labeled from 1 to 4 to provide a means to
associate a bond variable, br, with each H-bond labeled r. �b� The
H-bond configuration in �a� is summarized by a directed graph. The
H bonds are taken to point from oxygen donor to oxygen acceptor
as discussed in the text. �c� and �d� Additional directed graphs cor-
responding to other H-bond isomers of ice VII that satisfy the
Bernal-Fowler ice rules and periodicity constraints. As an example,
if all the bond variables br for configuration �b� were assigned the
value +1, then all the br’s for configuration �d� would take the value
−1 since all H bonds are reversed.
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Some graphs or their corresponding H-bond isomers may
be related to others by one or more symmetry operations,
such as rotations, reflections, and translations. In this simple
exercise using the highly symmetric unit cell of ice VII, it so
happens that all H-bond configurations of this primitive unit
cell, obeying the ice rules and periodicity constraints, are
related to every other graph via symmetry operations of the
corresponding symmetry group, space group Pn3m for ice
VII, and thus there is only one symmetry distinct H-bond
configuration. Therefore, scalar properties, such as energy,
should be equivalent for all H-bond configurations allowed
in this unit cell. In larger unit cells, the possible graphs can
be partitioned into sets �orbits� of symmetry-related configu-
rations. All scalar physical properties, such as the energy,
must be identical for all configurations within a set. If energy
depends on topological features of the H-bond configuration,
then energy must depend on functions of bond variables br,
which are themselves equivalent under symmetry operations
�38,39�.

Functions of bond variables, which are invariant to sym-
metry operations of the corresponding symmetry group, can
be constructed via application of the projection operator for
the totally symmetric representation. Application of the pro-
jection operator on a single-bond variable br yields

Ir = Cr �
��G

g��br� =
1

�G� �
��G

g��br� , �1�

where Cr is a normalization constant, g� is a symmetry ele-
ment of the group G, and the sum is performed over all
elements in the group G. The normalization constant Cr is
chosen to be the inverse of the order of the group �G�, mak-
ing the graph invariants intensive quantities. Ir is referred to
as a first-order graph invariant constructed by application of
the projection operator to bond r. For systems with sufficient
symmetry, most first-order invariants may algebraically
equal zero. A necessary and sufficient condition for any
graph invariant to be identically zero is the existence of sym-
metry elements that take bond br into minus itself �38�:

g��br� = − br. �2�

Higher-order graph invariants Irs , Irst , . . . can be constructed
as follows:

Irs =
1

�G� �
��G

g��brbs� , �3�

Irst =
1

�G� �
��G

g��brbsbt�, . . . , �4�

where Irs is a second-order graph invariant, Irst is a third-
order graph invariant, and so on. For the primitive cell of ice
VII, all first-order invariants are identically zero. Application
of the projection operator for the totally symmetric represen-
tation onto all pairs of bonds yields two unique second-order
graph invariants

I1,1 =
1

4
�b1

2 + b2
2 + b3

2 + b4
2� , �5�

I1,2 =
1

6
�b1b2 + b1b3 + b1b4 − b2b3 − b2b4 − b3b4� . �6�

The action of the projection operator onto bond pairs brbs
when r=s yields Eq. �5� while all permutations of r and s
such that r�s yield Eq. �6�. Evaluating the second-order
graph invariants for the H-bond configurations in Fig. 3
yields I1,1=1 and I1,2=0 for all three configurations. The
second-order invariant I1,1 effectively counts the number of
H bonds in the system, which evaluates to a constant for all
H-bond configurations allowed by the ice rules and period-
icity constraints. Since I1,2 evaluates to zero for all possible
H-bond configurations allowed in this primitive cell, both
second-order invariants will have the same value for all
H-bond isomers allowed by the ice rules and periodicity con-
straints, reflecting the fact that there is only one symmetry
distinct H-bond isomer possible in the primitive unit cell of
ice VII. A more interesting exercise, although still relatively
simple, would be to analyze the invariants obtained from a
unit cell of ice VII measuring 2�1�1 primitive cells on
each side as shown in Fig. 4. There are three symmetry-
distinct isomers allowed in this unit cell. All first-order in-
variants for this cell are identically zero, and there are four
unique second-order invariants

I1,1 =
1

8
�b1b1 + b2b2 + b3b3 + b4b4 + b5b5 + b6b6 + b7b7

+ b8b8� , �7�

I1,2 =
1

24
�2b1b2 − 2b3b4 + 2b5b6 − 2b7b8 + b1b3 − b2b3 + b1b4

− b2b4 + b3b5 + b4b5 − b3b6 − b4b6 + b1b7 − b2b7 + b5b7

− b6b7 + b1b8 − b2b8 + b5b8 − b6b8� , �8�

FIG. 4. �Color online� �a� The canonical orientation of H bonds,
obeying the Bernal-Fowler ice rules, for a unit cell of ice VII mea-
suring 2�1�1 primitive cells on each side. The black lines outline
the primitive unit cells, and neighboring oxygen atoms are included
for clarity. H bonds are labeled so as to identify a bond variable br

with H bond r. The orientations of H bonds in this isomer are
assigned to be the canonical arrangement of H bonds, and all bond
variables are assigned the value +1. �b�–�d� Isomers of three
symmetry-distinct H-bond configurations possible in this unit cell.
The bond variables for each of the three configurations, assigned
according to H-bond configuration �a�, are tabulated in Table I.
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I1,5 =
1

12
�b1b5 + b2b6 + b3b7 + b4b8 + b1b1 + b2b2 + b3b3

+ b4b4 + b5b5 + b6b6 + b7b7 + b8b8� , �9�

I1,6 =
1

24
�2b1b6 + 2b2b5 − 2b3b8 − 2b4b7 + b1b3 − b2b3 + b1b4

− b2b4 + b3b5 + b4b5 − b3b6 − b4b6 + b1b7 − b2b7 + b5b7

− b6b7 + b1b8 − b2b8 + b5b8 − b6b8� . �10�

By examining the generating bond pairs for the second-order
invariants in this larger cell, it is seen that two of the invari-
ants I1,1 and I1,2 have the same generating bond pairs as
found in the second-order invariants for the primitive cell.
The other two invariants I1,6 and I1,5 are generated by bond
pairs that are farther apart than possible in the primitive cell.
It should be noted that H bonds throughout the entire lattice
are generated by the action of the space group projection
operator on a single bond. However, because of periodicity,
the value of the bond variables can be expressed as the value
of a bond within the unit cell. That is why the action of a
projection operator containing an infinite number of transla-
tion elements gives rise to the finite expressions in Eqs.
�7�–�10�. The presence of I1,1 and I1,2 in this larger cell illus-
trates an important fact: that invariants in small cells will
also be found in larger cells. In addition, new invariants not
possible in the small cell will be associated with the larger
cell. From close inspection of the invariants, when evaluated
for the H-bond configurations consistent with the ice rules, it
is clear that some invariants are now linearly dependent on
other invariants. For example, in Table I one can verify that

I1,2 =
1

3
I1,1, �11�

I1,5 = I1,6 + 2I1,2 = I1,6 +
2

3
I1,1. �12�

Using I1,1 and I1,6 as independent variables, we can write
down an expression relating scalar physical quantities to

functions of the H-bond topology. Assuming a simple linear
form, the energy of an H-bond isomer, as a function of the
bond variables, can be written as

E�b1,b2, . . . ,b8� = E0 + �I1,6, �13�

where E0 is a constant and � can be determined by fitting to
energies, obtained from either experiment or calculation, of
H-bond configurations. The linear dependence among invari-
ants induced by the constraints of the ice rules exposes rela-
tionships that are often not otherwise obvious. Taking the
�H2O�8 cubic clusters as an example, the “dimers” that Belair
and Francisco �42� counted turned out to be linearly related
to the nearest-neighbor “dangling hydrogens” counter by
McDonald et al. �37�. Finally, graph invariants made the re-
lationship clear �41�.

The idea of correlating the energy of an H-bond configu-
ration of ice to features of the H-bond topology is not new,
but has never been successfully implemented in the past.
Long ago, Bjerrum �43� suggested that H bonds in ice break
into two categories, depending on whether the non-
hydrogen-bonded hydrogens are in a trans or cis
arrangement—that is, whether they fall on opposite or the
same sides of the H bond, as illustrated in Figs. 1 and 2. The
presumed dominance of pairwise interactions has led to pro-
posals that ice structures with the highest fraction of trans H
bonds are the most stable �43�, a notion that, if correct,
would conflict with the proposed ferroelectric structure of ice
XI, Fig. 2, in which three-quarters of the H bonds are cis.
Also, as described below, another conflicting result is that
both the lowest- and highest-energy configurations for a
2�2�2 unit cell of ice VII contain no H bonds in the trans
configuration. Nevertheless, the number of trans bonds is
actually an example of an invariant and is useful for outlin-
ing our bootstrap strategy of invariants to larger unit cells.
The cis-trans energy difference is a parameter that can be
determined from small unit cells �44�. Electronic structure
calculations could be performed on a small unit cell to cal-
culate the cis-trans energy. Next, the cis-trans energy differ-
ence could be calculated for larger unit cells, for which these
types of calculations are feasible, thus indicating whether

TABLE I. Bond variables and evaluated second-order invariants for the three symmetry-distinct H-bond isomers of the 2�1�1 unit cell
of ice VII. The bond variables are assigned the value of ±1 depending on the orientation of the H bond with respect to the canonical
orientation illustrated in Fig. 4�a�. The last four columns indicate the values that the second-order graph invariants take when evaluated for
each H-bond configuration.

Graph b1 b2 b3 b4 b5 b6 b7 b8 I1,1 I1,2 I1,5 I1,6

�a�,�b� 1 1 1 −1 1 1 1 −1 1 1

3

1

3
−

1

3

�d� 1 1 1 −1 −1 −1 −1 1 1 1

3

2

3

0

�d� 1 1 1 −1 −1 −1 1 −1 1 1

3

1 1

3
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convergence to the large cell limit has been reached. Then
the number of trans bonds could be used to extrapolate to
even larger unit cells where it is not possible to do these
calculations on the billions of possible H-bond arrangements
needed for statistical simulations. If the relative number of
cis and trans bonds did control the energy, then the energy of
the billions of H-bond arrangements possible in a large cell
would be known by counting the relative number of cis and
trans H bonds in each of those configurations. While, as
argued above, the number of cis-trans bonds is not sufficient
to describe the H-bond energetics of ice, an analogous boot-
strap strategy using graph invariants will prove successful.

Graph invariants provide a hierarchy of increasingly ac-
curate approximations, with two independent routes for im-
proving the description of scalar physical quantities. The first
is determined by the number of bonds multiplied to generate
an invariant—i.e., the order of the invariant polynomial in
bond variables. Invariants can be constructed by projecting
onto a single bond, a bond pair, a bond triplet, and so on
corresponding to first-, second-, third-, and higher-order in-
variants, respectively. We have already demonstrated �38�
how graphical techniques can be used to understand and pre-
dict physical properties of water clusters, finding that the
expansion was well converged at second order. As will be
described below, the energy of H-bond isomers for various
unit cells of ice is also well described using second-order
invariants. The second manner by which the invariant ap-
proximation could be improved is by including invariants
generated by bond pairs separated by greater distances. As
described above, invariants for a large unit cell, when com-
pared to invariants from a smaller unit cell, can be divided
into two groups: those invariants that were only present in
the smaller unit cell and those invariants generated by bond
pairs farther apart than possible in the smaller unit cell. In-
cluding invariants generated by bonds only possible in the
larger unit cells would improve the approximation. As will
be described below, acceptable convergence for the energy of
H-bond isomers of ice only requires bond pairs that are near-
est neighbors. This feature may no longer hold true when the
theory is generalized to include charged or Bjerrum defects.

The proton-order and -disorder transitions in the various
ice phases all share similar features. The underlying oxygen
lattice is essentially unchanged between the disordered and
ordered configurations. Hence, we neglect the small lattice
parameter changes as the temperature changes. As indicated
above, experiments on samples of H2O and D2O indicate a
difference in the transition temperature of a few degrees. In
experiments on ice Ih, the proton ordering transition occurs
at 72 K for H2O and 76 K for D2O, a difference of 4 K
�8,9�. A significant change in the transition temperature due
to a change in mass is a sign that quantum effects are impor-
tant. The small shift in the transition temperature indicates
that quantum effects are negligible; thus, we use classical
statistical mechanics for our calculations. Working within
classical statistical mechanics, the partition function for ice
can be written as a sum of contributions from the M
symmetry-distinct local minima of the potential energy sur-
face �38,39�. At sufficiently low temperature the classical
procedure could be modified to include quantum effects—for
example, by calculating the vibrational free energy quantum

mechanically. However, the use of classical statistical me-
chanics seems appropriate for H-bond-order- and -disorder
transitions in ice.

Assuming the simplest linear dependence �45�, the energy
of an H-bond isomer as a function of the bond variables is
written as

E�b1,b2, . . . � = E0 + �
r

�rIr + �
rs

�rsIrs + ¯ , �14�

with the overall constant E0 and the � coefficients to be
determined either by comparison with experiment or, as we
do in this work, by first-principles calculations. For our boot-
strap strategy, we first determine the graph invariants for a
small unit cell of ice from which a training set of isomers is
chosen for DFT calculations which will determine the coef-
ficients in the energy expression �14�. Next, the graph invari-
ants for a larger unit cell are determined. Each successively
larger cell contains invariants that were already present in the
smaller cell as well as new invariants involving bond com-
binations that are farther apart than possible in the small unit
cell. A handful of isomers is chosen from the larger cell, DFT
calculations are performed, and invariant parameters are refit
to the energy expression. Enlarging of the unit cell is contin-
ued until the invariant parameters converge and new invari-
ants become unimportant. The converged invariant param-
eters will then be used to evaluate the energy expression for
the many H-bond isomers of a large simulation cell to gen-
erate statistical averages. Our results indicate there are other
important features, besides cis and trans H bonds, which are
required to appropriately link scalar physical properties to
H-bond topology in ice. The use of graph invariants provides
a systematic means to generate the full set of topological
parameters, in the form of invariant polynomials of bond
variables br, and organizing them in a hierarchy of increas-
ingly accurate approximations �38,39�. In this work we only
retain the leading-order—that is, second-order-invariants,
which will be seen to provide an accurate description of the
H-bond energetics of larger ice unit cells.

III. ICE VII/VIII

Our study of proton ordering phase transitions in ice be-
gins with the well-characterized ice VII/VIII transition. The
smallest unit cell we examined was a cubic 16-water-
molecule unit cell of ice VII, two primitive unit cells on each
side as shown in Fig. 5. The lattice constant used in the
following calculations was a=3.337 Å, as determined by dif-
fraction studies at 1.1 GPa and 263 K �28�.

All first-order invariants for the 2�2�2 cell were iden-
tically zero for reasons described in Sec. II. There are eight
second-order graph invariants for this cell, which, when
evaluated for the 52 symmetry-distinct H-bond isomers pos-
sible in this unit cell, enumerated using previously described
methods �31,37,38�, could be sorted into two groups. The
first group contained two invariants which evaluated to the
same constant for all H-bond configurations and the second
group consisted of the remaining six invariants. The two in-
variants in the first group, I1,1 and I1,5, were generated by
bond pairs that had at least one common vertex. I1,1 was
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generated from Ĝ�brbr�, and I1,5 is equivalent to invariant I1,2

found in the smaller unit cells discussed in Sec. II. Due to the
periodicity constraints and the ice rules, invariants may be-
come linearly dependent on other invariants when evaluated
for H-bond isomers. The second group contained three lin-
early independent invariants while the first group contained
only one invariant. Since it is arbitrary which invariants are
chosen to be the linearly independent set of invariants, we
selected invariants based on geometrical features of the gen-
erating bond pairs such as whether the generating bond pairs
belong to the same sublattice and minimum distance between
bond pairs. Geometrical features of the invariants included in
Eq. �14� are described in Fig. 5 and at the top of Table II.

Periodic DFT calculations were performed on all 52 enu-
merated H-bond configurations using the Car-Parrinello
�46,47� method with the Becke-Lee-Yang-Parr gradient cor-
rection �48,49� to the local density approximation and
Martins-Troullier norm-conserving psuedopotentials �50�.
The electronic wave function was expanded in plane waves

up to a cutoff of 70 Ry. The Brillouin zone sampling was
restricted to the � point. The dependence of energy on
H-bond topology was well captured by an expression, Eq.
�14�, with second-order invariants as the leading term, as
shown in Fig. 6�a�. The DFT energy is plotted against a
linear fit to the 52 energies using the first three invariants
listed in Table II plus an overall constant. In Fig. 6, perfect
agreement is indicated when points lie on the diagonal line.

FIG. 5. �Color online� �a� An H-bond isomer of a 16-water-
molecule unit cell of ice VII measuring two primitive unit cells on
each side. Bonds representative of the three second-order graph
invariants used to fit the DFT energies are shown, as further de-
scribed in Table II. �b�The ground-state H-bond isomer of a 32-
water-molecule unit cell of ice VII measuring 2	2�2	2�2 primi-
tive cells on each side corresponding to the experimentally
determined ice VIII structure. Bond pairs representative of the
second-order graph invariants, including bond pairs not possible in
the smaller 16-water-molecule unit cell, used to fit the DFT energies
are shown. Bond 37 connects to a water molecule in an adjoining
cell.

TABLE II. Geometrical features and contribution to the description of the energy of H-bond isomers of the second-order graph invariants.
Invariants 4–7 do not appear in the 16-water-molecule, 2�2�2 unit cell of ice VII. The indices of the generating bond pair refer to Fig. 5.
The distance associated with each bond pair is the distance between the closest vertices from each bond in an ideal structure before geometry
optimization. The last three columns give the fitting coefficients for each of the invariants as used in Eq. �14� for the energy in units of
kcal mol−1 water−1.

Invariant
Generating
bond pair Distance �Å�

Same
lattice?

16-water-molecule
�inv. 1–3�

32-water-molecule
�inv. 1–7�

32-water-molecule
�inv. 1–3�

1 1,20 2.89 N 0.0155118 0.0243047 0.0192577

2 1,18 2.89 Y −0.0471626 −0.0657520 −0.0709555

3 1,2 2.89 N 0.0907482 0.1009400 0.1093980

4 1,48 5.53 N 0.01063060

5 1,16 5.53 N −0.00705523

6 1,15 4.72 Y −0.00248413

7 1,37 4.72 Y 0.01210390

FIG. 6. �a� Graph-invariant fit to the energies of the 52 H-bond
isomers of a 16-water-molecule unit cell of ice VII. �b� Calculated
DFT energy of H-bond isomers of a 32-water-molecule ice VII cell
plotted against energies predicted from graph-invariant parameters
derived from the 16-water-molecule cell. �c� Graph-invariant fit,
using second-order invariants whose generating bond pairs are far-
ther apart than possible in the smaller 16-water-molecule unit cell,
to the energies of the H-bond configurations for the 32-water-
molecule unit cell. �d� Same as plot �c� except only invariants
whose generating bond pairs exist in the smaller 16-water-molecule
unit cell were fit to the energies. A line of slope unity is shown to
indicate where points would lie for perfect agreement. Invariant
coefficients for each of the three fits are listed in Table II.
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Next, calculations were performed on a larger ice VII unit
cell, measuring 2	2�2	2�2 primitive cells on each side.
As discussed above, in Sec. II, all invariants from the smaller
cell were also found in the larger unit cell. All first-order
invariants were algebraically zero. There were ten additional
second-order graph invariants generated from bond pairs that
were farther apart than possible in the smaller 16-water-
molecule unit cell. DFT calculations were performed on 50
H-bond isomers chosen “semirandomly” from the 35 806
symmetry-distinct H-bond configurations possible in this
unit cell �31,37,38�. From a prediction based on the graph-
invariant parameters fit to the 2�2�2 cell, we selected iso-
mers that would cover the entire energy range, plus other
isomers that would test whether the new invariants that ap-
pear for the larger 2	2�2	2�2 cell are actually needed to
fit the energy of the isomers for the larger cell. The energies
of the 32-water-molecule unit cells are well predicted using
invariants parameters obtained from calculations on the 16-
water-molecule cell, shown in Fig. 6�b�. However, there is a
small systematic discrepancy in which the invariant predic-
tion overestimates the energy differences in the 32-water-
molecule cell. This discrepancy is actually not a consequence
of requiring more invariant parameters for the larger cell but
instead arises because the conditions under which the calcu-
lation is performed change with cell size. In the larger cell,
there is more freedom for configurational relaxation and
greater effective k-point sampling at the � point. Thus, the
small discrepancy is actually an indication that we are near-
ing convergence of the graph-invariant parameters with re-
spect to both unit-cell size and k-point sampling.

Of the 18 second-order invariants for the 2	2�2	2�2
cell, eight invariants were linearly independent when evalu-
ated for all H-bond configurations. A fit of the DFT energies
incorporating invariants whose generating bond pairs were
farther apart than possible in the smaller 16-water-molecule
unit cell �Fig. 6�c�� yielded a fit just as good in quality as that
obtained from only using invariants whose generating bond
pairs existed in the smaller cell �Fig. 6�d��. We conclude that
the energy of the H-bond isomers is accurately described by
invariants whose generating bond pair contain vertices that
are nearest neighbors. Energy plotted as a function of the
percent of trans H bonds is shown in Fig. 7. For both unit
cells, the ground-state and highest-energy configurations
contain no bonds that are trans. If the relative number of
trans bonds was the only feature of the H-bond topology
used to describe the energetics, those configurations would
then be degenerate. Clearly, it is evident that additional fea-
tures of the H-bond topology, exhibited by the graph invari-
ants, are necessary to accurately describe the relative ener-
getics of H-bond isomers of ice.

Using the improved invariant parameters and Eq. �14�, we
have a Hamiltonian describing the energy differences due to
fluctuating H bonds in a large simulation cell. Rather than
introducing possible uncertainty associated with further ap-
proximations, we obtained an essentially exact numerical so-
lution for the thermal behavior governed by the H-bond
Hamiltonian using the standard Metropolis Monte Carlo al-
gorithm �e.g., Ref. �51��. When simulating our model at low
temperatures, where the acceptance of trial moves is rare, we
found that care in the choice of random number generator

was required and that some random number generators pro-
duced artificial periodic excitations out of the ground state
with a period lasting thousands of Monte Carlo passes. Since
this behavior only occurred when excitations were rare, it
actually had no effect on the statistical averages reported
below. Nevertheless, we took care to find simulation condi-
tions free of artificial periodic behavior. We found that the
“Mersenne Twister” generator developed by Matsumoto and
Nishimura �52� was not susceptible to the spurious behavior.
The only nonstandard feature of our Monte Carlo algorithm
is the generation of the trial moves, since our trial rearrange-
ments of H bonds must not violate the ice rules. We use the
algorithm invented by Rahman and Stillinger �53� for sam-
pling H-bond configurations in ice. The Rahman-Stillinger
idea is to randomly identify closed loops of H bonds. Flip-
ping the entire loop of H bonds will preserve the number of
outgoing and incoming bonds at each oxygen atom and will
not “break” any water molecules, thereby preserving the ice
rules. Recently, Rick and Haymet have generalized the
Rahman-Stillinger idea to do off-lattice simulations of ice
�54�. In their paper, one can find references to work where
the ergodic nature of the Rahman-Stillinger loop algorithm
was proved. In an approximation where the total dipole is a
sum of bond dipoles, it is easily seen that closed loops do not
change the total dipole moment of the system. However, as
Rahman and Stillinger noted, loops that begin in one peri-
odic simulation cell and terminate in another cell will change
the dipole moment. We allow both types of moves because
we want to sample all H-bond configurations, including
ferroelectric and antiferroelectric configurations, and allow
exact statistical simulations to identify the equilibrium prop-
erties of the system.

Metropolis Monte Carlo simulations were performed on a
simulation cell measuring eight primitive cells on each side
containing 1024 water molecules. A series of simulations
were performed for both increasing and decreasing tempera-

FIG. 7. Relative DFT energy of H-bond isomers of a 16-water-
molecule ��� and 32-water-molecule ��� unit cell of ice VII plotted
against fraction of trans bonds for each isomer. The lowest- and
highest-energy isomers for both unit cells contain no H bonds in the
trans configuration, thus indicating that features of the H-bond to-
pologies other than cis-trans H bonds are important if physical
properties are to be correctly described.
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tures. The initial structure for the increasing temperature
simulations was that of the experimentally determined ice
VIII structure. The final configuration for each simulation
was always the initial configuration for the next simulation.
The initial configuration for the series of simulations with
decreasing temperature was an H-bond configuration equili-
brated at an extremely high temperature, �107 K.

The Monte Carlo simulations yield a prediction of a first-
order phase transition near 228 K with significant hysteresis,
as shown in Fig. 8�a�. The transition temperature is calcu-
lated as the point of equal free energy ��A=0 in Eq. �15��
between the two phases as determined by thermodynamic
integration of the low-temperature proton ordered phase
from 0 K and the high-temperature proton-disordered phase
from infinite temperature:

�A�T� = �EH�T� − EL�T�� − T�SH�T� − SL�T�� , �15�

SH = S��� − 

T

�

dT�
CV

T�
, �16�

SL = 

0

T

dT�
CV

T�
. �17�

Since we neglect the effect of what is known to be a small
change in the lattice constant with temperature, we do not
include a pressure-volume term in the free energy. The con-
stant S��� in Eq. �16� for the entropy of the high-temperature
phase is the configurational entropy for a fully disordered ice
phase subject to the ice rules which we take from the work of
Nagle: S���=NkB ln�1.5069� �3�. Entropy as a function of
temperature is plotted in Fig. 8�b�. With decreasing tempera-
ture, 7% of the ideal entropy for a fully disorder ice phase is
lost before the transition. The calculated entropy at the tran-
sition, 228 K, is 91% of the ideal configurational entropy
associated with H-bond disordering compared with experi-
mentally reported values of 83% for H2O and 91% for D2O
�33�.

Partial disordering below the transition is also observed in
a plot of �Ma ·Mb� as a function of temperature, as shown in
Fig. 8�c�. Ma and Mb are the dipole moments, calculated
using a bond dipole approximation, for each of the two in-
dependent sublattices, and �¯� is an ensemble average. Ma
and Mb are each normalized to N�H2O, where �H2O is the
dipole moment magnitude of one water molecule and N is
the total number of waters in one system:

Mx =
1

N�H2O
�

i� sublattice x

�i, x = a,b . �18�

At high temperatures, �Ma ·Mb� is zero corresponding to
fully disordered ice VII. At low temperatures, antiferroelec-
trically ordered ice VIII is the stable phase with both sublat-
tices oriented oppositely so that

�Ma · Mb� =
��− N/2��H2O���N/2��H2O�

�N�H2O�2
= −

1

4
. �19�

Figure 8�c� indicates that the degree of pretransitional align-
ment and post-transitional disorder in �Ma ·Mb� is small.

Despite the challenge posed by small energy variation
among H-bond isomers, our results qualitatively match the
observed features of the ice VII/III phase transition in several
respects: �1� the calculated ground state is the known ice VIII
antiferroelectric structure �31�, �2� the transition temperature
of 228 K is similar to the experimental transition point mea-
sured in the range 263−274 �28,33�, and �3� the detectable
partial ordering above the transition and partial disordering
below the transition, as measured by the entropy at the tran-
sition, is in agreement with experiment.

IV. ICE Ih/XI

Having calibrated our methods with the ice VII/III transi-
tion, we now turn to ice Ih/XI, which is not as well charac-
terized experimentally. Given the degree of controversy sur-
rounding the Ih/XI transition and the small energy
differences, we attempted to gauge how sensitive the calcu-
lated energy differences were to the level of theoretical treat-
ment. We performed DFT calculations for ice Ih using three

FIG. 8. �a� Average energy plotted as a function of temperature
from Metropolis Monte Carlo simulations for large simulation cell
of ice VII/VIII. Data are presented for series of Metropolis Monte
Carlo runs ascending ��� and descending ��� in temperature. The
vertical line is located at the calculated transition temperature near
228 K. �b� Entropy plotted as a function of temperature. The hori-
zontal line is the Pauling entropy for a fully disordered ice lattice
subject to the ice rules. �c� Degree of antiferroelectric ordering of
the ice VII sublattices as a function of temperature. Ma and Mb are
the total dipoles, in units of bond dipoles, for the two independent
sublattices.
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different combinations of density functionals and basis sets
for two smaller unit cells of ice Ih, an orthorhombic unit cell
containing eight water molecules �44� and a hexagonal cell
with 12 water molecules. The lattice constants for all unit
cells of ice Ih used in the following calculations are tabulated
in an earlier report �40�. The number of symmetry-distinct
H-bond isomers consistent with the ice rules and lattice pe-
riodicity is 16 and 14, respectively �39�.

Three separate methods of calculation were employed to
check the consistency of electronic density functional theory
in describing the energetics of H-bond isomers. The Car-
Parrinello �46,47� method was used as previously described.
The Becke-Lee-Yang-Parr �BLYP� �48,49� functional using
numerical basis sets was implemented within the DMOL

program �55�. The CASTEP program �56� was used with the
Perdew-Wang 1991 �PW91� functional �57–59� and a plane-
wave basis. The different density functionals, basis sets,
and programs agree quite well when applied to starting con-
figurations �Fig. 9 for the 16-water-molecule orthorhombic
unit cell and Fig. 10 for the 12-water-molecule hexagonal
unit cell�, for which the cell dimensions and molecular
geometries for each isomer are exactly the same. Moreover,
each method yields the Cmc21 structure as the lowest-energy
isomer. The isomers are arranged in Figs. 9 and 10 in order
of increasing fraction of trans H bonds, and it is once
again apparent that this feature does not predict their relative
energies.

After comparing energies from different methods calcu-
lated for exactly the same geometries, we subsequently opti-

mized geometries within the capabilities of each method. For
two of the methods, CPMD and DMOL, the atomic positions
were optimized with cell dimensions fixed. Those two cases
are in very good agreement. In the third method, CASTEP, the
cell dimensions were optimized as well and, as would be
expected, this case deviates further from the other two. As
shown in Figs. 9 and 10, the overall trends do not depend on
the choice of density functional or the optimization method.
The lowest-energy isomer is the Cmc21 ferroelectric struc-
ture in each case. Similar comparisons from calculations us-
ing empirical water potentials indicated that the relative en-
ergetics of H-bond isomers differed by an order of magnitude
among the models and none had identified the Cmc21 struc-
ture as the ground state �36�. While many commonly used
empirical potentials do not give a reliable description of
H-bond energetics in ice, DFT calculations provide a robust
description.

As discussed above, the ab puckered sheets of the Cmc21
structure have a net polarization. The polarization alternates
from sheet to sheet, making the ice XI structure antiferro-
electric in the ab direction. Thus, the puckered sheets
are slightly displaced in the direction of the polarization,
as shown in Fig. 11, by a magnitude of � /2, where � is the
relative displacement of two adjacent layers. Using the
optimized geometry of the 12-water-molecule Cmc21 struc-
ture, obtained using the Car-Parrinello �46,47� method as
described above, we calculated the distance between the
center of mass for each of the ab layers. The calculated
value �=0.11 Å is in agreement with the experimentally
determined value �=0.12 Å �13�.

FIG. 9. Relative energy of H-bond isomers calculated by peri-
odic electronic DFT methods for 16 isomers of an eight-water-
molecule orthorhombic unit cell listed in order of increasing frac-
tion of trans H bonds. The lowest graph �dotted lines� gives the
fraction of trans H bonds associated with each isomer. The energy
of the H-bond isomers was calculated using the programs ��, ��
CPMD, ��, �� DMOl, and ��, �� CASTEP. Solid lines: energy of
H-bond isomers before geometry optimization. Dashed lines: ener-
gies after optimization of the molecular coordinates and for the
CASTEP results cell dimensions as well. The six energy data sets,
optimized and unoptimized, are plotted with their average taken as
the zero of energy to facilitate comparison of the relative energies
of the isomers. For clarity, the Cmc21 isomer is noted and the op-
timized data sets are shifted by 0.06 kcal/mol.

FIG. 10. Relative energy of H-bond isomers calculated by peri-
odic electronic DFT methods for 14 isomers of a 12-water-molecule
hexagonal unit cell listed in order of increasing fraction of trans H
bonds. The lowest graph �dotted lines� gives the fraction of trans H
bonds associated with each isomer. The energy of the H-bond iso-
mers was calculated using the programs ��, �� CPMD, ��, ��
DMOl, and ��, �� CASTEP. Solid lines: energy of H-bond isomers
before geometry optimization. Dashed lines: energies after optimi-
zation of the molecular coordinates and, for the CASTEP results, cell
dimensions as well. The six energy data sets, optimized and unop-
timized, are plotted with their average taken as the zero of energy to
facilitate comparison of the relative energies of the isomers. For
clarity, the Cmc21 isomer is noted and the optimized data sets are
shifted by 0.06 kcal/mol.
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Similar to ice VII, all first-order invariants for both the
12-water-molecule hexagonal and eight-water-molecule
orthorhombic unit cell were identically zero. Application of
the projection operator for the totally symmetric representa-
tion on bond pairs in the 12-water hexagonal unit cell re-
sulted in 13 second-order invariants for which five were lin-
early independent when evaluated for the enumerated
H-bond configurations. Periodic DFT calculations using the
Car-Parrinello �46,47� method, as described above, were per-
formed on all H-bond isomers. A good description of the
energetics was obtainable using only three invariant param-
eters, shown in Table III. The invariants listed in Table III
represent a set of linearly independent invariants from
among those for which the generating bond pairs are no far-
ther apart than one nearest-neighbor distance. Since linear
dependences exist among the invariants when evaluated for
configurations that satisfy the ice rules, the choice of a set of
independent parameters is arbitrary. Even though Table III
only includes second-order invariants generated from pairs in
the ab puckered sheets, the configuration of H bonds in the c
direction is effectively included because these invariants are
linearly dependent on those listed in Table III.

In the case of the eight-water-molecule orthorhombic unit
cell, 16 second-order invariants exist for which six were lin-
early independent when evaluated for all enumerated H-bond

configurations. The energy of the H-bond isomers was well
described using invariants generated by the same three bond
pairs as those that generated the invariants used to predict the
energy of the 12-water-molecule hexagonal unit cell, Table
III. The generating bond pairs for the invariants used to de-
scribe the energies of H-bond isomers in both unit cells are
shown in Fig. 11. A combined fit of the DFT energies for
both types of unit cells, hexagonal and orthorhombic, plotted
against the predicted values using three invariant parameters
is shown in Fig. 12.

Next, periodic DFT calculations were performed on a
larger hexagonal unit cell, containing 48 water molecules,
measuring 2�2�1 primitive cells on each side. In order to
evaluate the convergence of the invariants achieved in the
small unit cells, the predicted energies of 63 H-bond configu-
rations, chosen from the 836 0361 symmetry-distinct H-bond
isomers possible in the larger unit cell �31,37,38�, were com-

FIG. 11. �Color online� �a� An H-bond isomer of a 12-water-
molecule primitive unit cell of ice Ih. Bonds representative of the
three second-order graph invariants used to fit the DFT energies are
shown, as further described in Table III. All bonds used to generate
second-order invariants, used to describe energy differences for
H-bond fluctuations in a large simulation cell, lie perpendicular to
the c axis and are referred to as ab bonds. �b� An H-bond isomer of
a 48-water-molecule unit cell of ice Ih measuring 2�2�1 primi-
tive cells on each side. Both H-bond isomers shown are the lowest-
energy isomer for each unit cell in agreement with the experimen-
tally proposed ferroelectric, space group Cmc21, ice XI structure.
Arrows indicate the direction of the relative displacement � /2 of the
ab layers which are oppositely polarized.

TABLE III. Geometrical features and contribution to the description of the energy of H-bond isomers of the second-order graph
invariants. The indices of the generating bond pair refer to the H bonds shown in Fig. 11. The H bonds can be described as either lying
parallel, c bonds, or perpendicular, ab bonds, to the c axis. The last four columns give the fitting coefficients for each of the invariants as
used in Eq. �14� for the energy in units of kcal mol−1 water−1.

Invariant
Generating
bond pair

Bond
type

12-water-molecule
hex-�1�1�1�

16-water-molecule
orth-�2�1�1�

12 and 16-water-molecule
combined fit

48-water-molecule
hex-�2�2�1�

1 1,3 �ab�,�ab� 0.0288485 0.0249965 0.0267952 0.0250812

2 4,9 �ab�,�ab� −0.0789488 −0.0775161 −0.0777339 −0.0952566

3 1,6 �ab�,�ab� 0.0346155 0.0416369 0.0359921 0.0481123

FIG. 12. �a� Graph-invariant fit to the energies of the 14 H-bond
isomers of a 12-water-molecule hexagonal ��� unit cell and the 16
H-bond isomers of an eight-water-molecule orthorhombic ��� unit
cell of ice Ih. �b� Calculated DFT energy of H-bond isomers of a
48-water-molecule hexagonal ice Ih unit cell plotted against ener-
gies predicted from graph-invariant parameters derived from the
small unit cells. �c� Graph-invariant fit to the energies of the 63
“semirandomly” chosen H-bond isomers of a 48-water-molecule
hexagonal unit cell of ice Ih. A line of slope unity is shown to
indicate where points would lie for perfect agreement.
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pared to the actual DFT energy, shown in Fig. 12. The 63
configurations for the 2�2�1 cell were “semirandomly”
chosen, as described in Sec. III, to provide coverage of the
entire range of energies and test whether new invariants aris-
ing from the larger cell were required to describe the ener-
getics. The predictions from the small cells do a good job at
predicting the energies of the large cell isomers, even better
than when compared to the small cell predictions of ice VII
described above. Again, the small deviation can be ac-
counted for by the additional freedom for geometrical relax-
ation and more effective k-point sampling at the � point in
the larger cell. Similar to ice VII, we only require graph
invariants generated by nearest-neighbor bond pairs to de-
scribe the energy differences due to the numerous H-bond
configurations in a large simulation cell. By refitting the in-
variant coefficients to the large cell energies, we are able to,
with Eq. �14�, calculate the energy differences arising from
the various H-bond configurations in Metropolis Monte
Carlo simulations of a large ice Ih system.

Monte Carlo simulations of ice Ih were performed, fol-
lowing the same procedure for that of the ice VII simula-
tions, using an orthorhombic cell measuring 7�4�4 primi-
tive cells on each side containing 896 water molecules. The
average energy as a function of temperature indicates that a
first-order transition to the low-temperature proton-ordered
structure occurs near 98 K. The structure of the low-
temperature phase is that of the experimentally proposed
ferroelectric Cmc21 structure, shown in Fig. 2�c�. The system
exhibits negligible hysteresis, unlike that observed in the
VII/VIII transition. Entropy as a function of temperature,
shown in Fig. 13, indicates that as ice Ih is cooled, the sys-
tem loses 11% of it configurational entropy before the tran-
sition, in agreement with pretransitional effects seen calori-
metrically �9� and in diffraction studies �16�. Only 1% of the
configurational entropy for an ideal ice phase is lost below

the transition, resulting in 88% of the ideal entropy lost at the
transition.

V. DISCUSSION

In this work, we have presented the results of statistical
simulations used to predict the proton-order and -disorder
phase transition for two different ice systems, ices Ih/XI and
VII/VIII. Using an analytic technique, graph invariants, we
have illustrated how features of the H-bond topology can be
linked to scalar physical properties, in this case energy, and
used to extrapolate data taken from calculations on small
units cells to calculate properties for simulation cells large
enough to approach the thermodynamic limit. Our results
indicate that invariants generated by pairs of bonds, whose
closest-lying vertices are nearest neighbors, are appropriate
to describing the energies of the numerous H-bond isomers
possible in a large unit cell. Because the H-bond topology is
highly constrained by the ice rules and periodic boundary
conditions, as expressed by the linear dependence among
graph invariants discussed in Sec. II, the correlations in-
cluded by this procedure are of longer range.

The energy differences between the H-bond isomers in
proton-disordered phases of ice are quite small, indicating
that careful checking of our theoretical methods is needed.
We have shown that electronic structure DFT methods are
capable of describing the subtle energy differences between
the various H-bond isomers possible in a given unit cell. We
first validated our methods by predicting the proton ordering
phase transition for the ice VII/VIII system. Our results
yielded a transition to H-bond-ordered ice VIII near 228 K
which is in qualitative agreement with the experimental tran-
sition temperatures 263–274 K �28,33�. We then reported on
results from simulations of the ice Ih/XI phase which pre-
dicted that a transition should occur near 98 K to the pro-
posed ground state. This is in good agreement with the ob-
served transition at 72 K and 76 K for samples of D2O. The
functionals and optimization methods explored in this work
correctly identified the ice VIII ground state from among the
configurations possible in ice VII. The fact that our calcula-
tions yield a transition temperature close to the experimental
results indicates that the energy spectrum of the H-bond iso-
mers, not just the ground state, is described by our methods.
The quality of the results for ice VII/VIII provide some cali-
bration of our calculations for ice Ih/XI. In this case, three
different combinations of electronic density functionals, ba-
sis sets, and optimization methods yielded a similar energy
spectrum of the isomers. Our results for ice Ih/XI provide
support for the interpretation of experimental observations as
a transition to a ferroelectric Cmc21 structure. However, bet-
ter experimental characterization of the low-temperature
phase and close comparison with theory are certainly needed
in the future. We have also validated our methods by suc-
cessfully predicting the proton ordering phase transition of
ice III to metastable ice IX �60,61�. The low-temperature
proton-ordered structures of ices V and VI, which are stable
at pressures intermediate to ices Ih and VII, have yet to be
confirmed experimentally. In another work, we have pre-
dicted the transition to a new H-bond-ordered phase with the

FIG. 13. �a� Average energy plotted as a function of temperature
from Metropolis Monte Carlo simulations of a large simulation cell
of ice Ih. Data are presented for series of Metropolis Monte Carlo
runs ascending ��� and descending ��� in temperature. �b� Entropy
plotted as a function of temperature. The horizontal line is the Paul-
ing entropy kb ln 3

2 for a fully disordered ice lattice.
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underlying oxygen lattice of ice VI �60,62�. Those results
indicate that a proton ordering transition should occur near
108 K to a ferroelectric phase.

This work has described the success of correlating
features of the H-bond topology to scalar physical quantities
in order to predict thermodynamic features of the ice phases.
Avenues of future work include the prediction of other
proton ordering phase transitions in ice and the effect of
electric fields. It is also of interest to include the effect of
defects, such as the Bjerrum D and L or ionic defects, on the
description of physical properties of ice. Studies of an eight-
water-molecule cluster �41� have shown that graph invariants
accurately describe the change in physical properties when
a defect is introduced �replacement of a water by a hydroxyl
radical in that case�. With an appropriate description of
defects in ice, the mobility of defects throughout the disor-
dered ice lattice, and hence the mechanism of H-bond order

and disorder in ice, could be studied. Further understanding
of the relationship between defects and H-bond topology is
required to gain insight into the dielectric behavior of ice.
The combination of analytical and computational tools de-
scribed in this work is one promising avenue for tackling
these problems.
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